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Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-010 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
In order to meet the expected requirements for different AI/ML use-cases, it is most important to ensure that the quality of input data is good, i.e. free from Data poisoning attacks.This pCR is to add the UC and potential requirements on assurance of data quality. 
4
Detailed proposal
	Start of modification


5.1.10
Performance evaluation for ML training

5.1.10.2
Use cases

5.1.10.2.N
Assurance of data quality
Considering a multi-vendor environment, different sources of input data may be from different data sources. There is however no way to prove that the data hs not been tampered with, yet to meet the expected requirements for different AI/ML use-cases, it is important to ensure that the quality of input data is good, i.e. free from Data poisoning attacks.

Data poisoning attack involves tampering with the training data fed to machine learning to make it produce undesirable outcomes and possibly even harmful inferences. An attacker may manipulate a machine learning database and insert incorrect or misleading information. Similarly, AI/ML models may also be trained using data collected in UEs and a UE could be compromised to deliver poisoned data to the ML training functions . 

To minimize the risk of using models whose data has been tampered with, theML training needs to have counters and KPIs indicating how much of data received from any source is considered valid/good/invalid. Moreover, the training producer should be able to undertake data poisoning attacks analysis, data bias analysis or comparative input source analysis to report the related outcomes to the Mns consumers. It is as such important for the operators to have mechanisms that would allow an assessment of the quality of input data from various sources.
5.1.10.3
Potential requirements

REQ-MODEL_PERF-TRAIN-1: The MLT MnS producer should have a capability to allow an authorized consumer to get the capabilities about what kind of ML models the training function is able to train.

REQ-MODEL_PERF-TRAIN-2: The MLT MnS producer should have a capability to allow an authorized consumer to query what performance indicators are supported by the ML training function for each kind of ML model.

REQ-MODEL_PERF-TRAIN-3: The MLT MnS producer should have a capability to allow an authorized consumer to select the performance indicators from those supported by the ML training function for reporting the training performance for each kind of ML model.

REQ-MODEL_PERF-TRAIN-4: The MLT MnS producer should have a capability to allow an authorized consumer to provide the performance requirements for the ML model training using the selected the performance indicators from those supported by the ML training function.

REQ-AI/ML_BEH-1: The 3GPP management system should have a capability to inform an authorized AI/ML MnS consumer (e.g. the operator) about the behavior of the ML entity, in an ML entity agnostic manner without the need to expose its internal characteristics.

REQ-AI/ML_BEH-2: The 3GPP management system should have a capability that enables an authorized AI/ML MnS consumer (e.g. the operator) to configure the behavior of the ML entity, in an ML entity agnostic manner that does need to expose its internal characteristics.

REQ-AI/ML_PERF -SEL-1: The MLT MnS producer should have a capability allowing the authorized MnS consumer to discover supported AI/ML performance indicators related to ML training and testing and select some the desired indicators based on the MnS consumer's requirements.

REQ-AI/ML_PERF-POL-1: The AI/ML MnS producer should have a capability allowing the authorized MnS consumer to indicate a performance policy related to ML model training and testing phases.

REQ-DATAQUAL-1: The ML training MnS producer should have a capability to inform the consumer of the supported set of counters to describe the quality of the input data
REQ-DATAQUAL-2: The ML training MnS producer should have a capability to enable the consumer to request and receive a log on data quality counters and KPIs to characterize the quality of data used for training of AI/ML model, or inference derivation from a trained AI/ML model

REQ-DATAQUAL-3: The ML training MnS producer should have a capability to inform the consumer of the the quality of the input data as measured by a set of data quality counters
REQ-DATAQUAL-4: The ML training MnS producer should have a capability to enable the consumer to request and receive a report on detected data poisoning attacks, data bias analysis or comparative input source analysis based on the analysis of data quality counters
5.1.10.4
Possible solutions
5.1.10.4.4
Possible solutions for assurance of data quality
1. Introduce a data quality log datatype on the ML training IOC that holds a set of data quality counters and KPIs to characterize the quality of data used for training of AI/ML model, 
· The log may be configured with characateristcis for how long to log the data for the counters

· The log may be named dataQualityLog
· The log may be named DataQualityLog
2. Introduce a set of data quality counters to be used for characterizing the quality of data collected and used as input for AI/ML solutions
· the data quality counters and KPIs can be derived using statistical analysis executed on the input data either the AI/ML training algorithm
· the data quality counters may be read by the Mns consumers who need to (e.g. security analytics functions) that need to evaluate the appropriateness of the source data used by the training or inference functions.
3. Introduce a data health assessment Report, which provides analysis of the data quality counters and KPIs for on data poisoning attacks, data bias analysis, comparative input source analysis, etc.

· The report may be configured with how often to report, say, once a week.
· The  report may indicate whether a complete data set or data source is GOOD/BAD.
· The report may be named dataHealthAssessmentReport
Note: the same solution can be introduced for the AIMLInferenceFunction  IOC to characterize the inference derivation from a trained AI/ML model
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